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     The difficulty is that most people who have 
been active in this field seem to believe that it is 
easier to write a new code than to understand an 
old one. . .

                          —John von Neumann, 23 April 1952
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   It is possible to invent a single machine 
which can be used to compute any 
computable sequence . . .

                        	
	
 	
 — Alan Turing, 1936



John von Neumann
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   Let the whole outside world consist 
of a long paper tape. . .

                        — John von Neumann, 1948
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     I arrived yesterday afternoon. The drive here was 
very impressive, across a number of good class 
canyons and mesas.  The place is very strange, and 
living conditions are still quite simple, it is an odd 
combination of an Army Post, a Western national Park 
with Lodge, and a few assorted other things.  It is worth 
meditating about, although one should probably not sell 
one's soul to it... (By the way: computers are, as you 
suspected, quite in demand here, too)
   
                —John to Klára von Neumann, 22 September 1943
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   I am thinking about something 

much more important than bombs. 

I am thinking about computers.

             — John von Neumann, 1946
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   He was in the right place at the right time with 
the right connections with the right idea, setting 
aside the hassle that will probably never be 
resolved as to whose ideas they really were. . .

                                       —Willis Ware



Between 1946 and 1955 we crossed the country 
        twenty-eight times by car...   

                                             —Klari von Neumann



Vladimir Kosma Zworykin, 1889-1982





     The importance of accelerating approximating and 
computing mathematics by factors like 10,000 or more, 
lies not only in that one might thereby do in 10,000 
times less time problems which one is now doing, or 
say 100 times more of them in 100 times less time—but 
rather in that one will be able to handle problems which 
are considered completely unassailable at present.

                           — John von Neumann to Lewis L. Strauss, 
                                20 October 1945





•       This [modular] sort of design is  favorable for 
mass production...

   ‘Words’ coding the orders are handled in the 
memory just like numbers...

        –– First meeting of the IAS Electronic Computer Project, November 12, 1945
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Julian Bigelow,  Arturo Rosenblueth, and Norbert Wiener, 1943



     A further comparison of living organisms and 
machines . . . may depend on whether or not there are 
one or more qualitatively distinct, unique characteristics 
present in one group and absent in the other.  Such 
qualitative differences have not appeared so far.
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Ashby's Law of Requisite Variety

Any effective control system must be as complex 
as the system it controls.



Paradox of Mechanical Intelligence

Any system sufficiently complex to behave 
intelligently will be too complicated to understand.
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    It is perfectly possible that the simplest and only 

practical way to actually say what constitutes a visual 

analogy consists in giving a description of the 

connections of the visual brain . . .

                                  !! ! !



    A new, essentially logical, theory is called for in order 

to understand high-complication automata and, in 

particular, the central nervous system. It may be, 

however, that in this process logic will have to undergo 

a pseudomorphosis to neurology to a much greater 

extent than the reverse.

                                  !! ! ! —John von Neumann, 1951
!
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      John von Neumann’s idea to put numbers and 

instructions in the same kind of memory was a 

wonderful advance, but it doesn't follow that numbers 

and instructions have to be interconfusible.

.
    ! !      — Robert Richtmyer to Nicholas Metropolis, 
                     11 January 1956    !
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    The MANIAC machine didn’t have anything like 

a pulser in it — no clocks, no pulsers, no nothing. 

It was all of it a large system of on-and-off, binary 

gates. No clocks.

!



   You don’t need clocks. You only need counters. 

There’s a difference between a counter and a clock. 

Time is not the variable you keep track of. The 

sequence is what you keep track of. And that’s 

enormously different from a clock. A clock keeps 

track of time — and a modern general purpose 

computer keeps track of events.  

                                  ! ! ! ! !



 

Sequence is different from time. 

No time is there.            ! ! ! !

                         —Julian Bigelow, 1999

!



 Julian Bigelow
(1913–2003)



   The design of an electronic calculating machine...  

turns out to be a frustrating wrestling-match with 

problems of interconnectability and proximity in 

three dimensions of space and one dimension of 

time... The reason that modern electronic computer 

designers find themselves in this sort of log-jam is 

that most known and understood calculating 

processes that can be expressed by "programming" 

are essentially serial.  Therefore, in effect, only one 

thing is going on in the computer at a time . . .



   Thousands of very refined logical elements are built, 

each capable of making a "flip" to store or divulge a 

bit of information (or equivalently to make a logical 

gating decision) at a very fast rate for which great 

premium is paid, and then they are interconnected in 

such a way that on the average almost all of them are 

waiting for one (or a very few of their number) to act.  

Expressed differently, the average duty cycle of each 

cell is scandalously low . . .



     Electronic computers "eat up" instructions very rapidly, 

and therefore some way must be found of forming batches 

of instructions very efficiently, and of "tagging" them 

efficiently, so that the computer is kept effectively busier 

than the programmer... Highly recursive, conditional and 

repetitive routines are used because they are notationally 

efficient (but not necessarily unique) as descriptions of 

underlying processes. . .



    Serial order along the time axis is the customary method 
of carrying out computations today... but in forming any 

model of real world processes for study in a computer, there 
seems no reason why this must be initiated by pairing 

computer-time-sequences with physical time parameters of 
the real-world model.  In general, it should also be possible 

to trace backward or forward from results to causes through 
any path-representation of the process. . . 

         —Julian Bigelow, “Theories of Memory,” Tenth Anniversary
             AFOSR Scientific Seminar, Cloudcroft, New Mexico, June 1965

 





    If the only demerit of the digital expansion system 

were its greater logical complexity, nature would not, 

for this reason alone, have rejected it.

                                  !! ! ! —John von Neumann, 1951

!





     What makes you so sure that 

mathematical logic corresponds 

to the way we think?
    ! ! !           —Stan Ulam    !
           





      Machines which are largely random in their 

construction in this way will be called ‘Unorganized 

Machines.’ The machine is made up from a rather 

large number N of similar units  [and] can behave 

in a very complicated manner when the number of 

units is large . . . This suggests that the cortex of 

the infant is an unorganized machine. . .

                                     —Alan Turing, 1948
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